Executive summary

Security evaluations are complex, and two distinct approaches exist today: conformance style testing as in FIPS 140 and attack driven testing as in CC. Within the REASSURE project we studied attack vectors with regards to their optimality and potential for automation with the aim to improve existing evaluation regimes. By optimality we mean that we can prove that any practical instantiation of an attack reaches its theoretical limit; by potential for automation we mean that it can be executed with minimal user interaction. We comment on which steps offer some potential for automation in this white paper.

Considering conformance style testing as an evaluation methodology, it is clear that it cannot offer any guarantees regarding optimality: leakage detection in a black box setting is extremely challenging to set up correctly. We have found that the current standard ISO 17825 requires improvement, and this white paper provides some information regarding more sensible parameter choices.

Our research points towards the fact that any optimality can only ever be achieved when considering worst-case adversaries. These are adversaries that get full access to implementation details, can select secret parameters, and thereby control countermeasures during an initial profiling phase. The reason for this is that it is only in this setting that we can utilise statistical (or machine/deep learning) tools which are well understood and for which we can assess/argue their optimality. Any attack vector which requires dealing with higher order or multivariate data leads to a loss of theoretical guarantees.

Within the REASSURE proposal for a so-called “backwards” approach for evaluations, we postulate that any evaluation should attempt first to instantiate a worst-case adversary (even if this requires open samples and/or samples with known secrets, or even the developers in their own environment to execute these attacks). In this setting we argue that we have the strongest guarantees for optimality. If necessary an evaluation should then also instantiate a more “practical” attack by relaxing some assumptions. The difference in effort required between the worst case and the best practical attack then gives an indication of the (potential) security gap.

We recommend that any reporting that is based on a points-based system like [46] should make the ratings explicit for the worst-case adversary (separating out the points for identification/profiling and the exploitation) and the “best practical adversary” (again making explicit how points are awarded for the different phases), and it should also be reported how likely it is that the results from identification/profiling translate to other devices.

Finally we observe that the role of formal verification in the context of side channel evaluations is perhaps different from the role that it plays in other contexts. Formal methods prove properties of implementations on an abstract level: this requires assumption of a leakage model. In practice however, devices show multiple, context-dependent leakage characteristics. Therefore formal verification in the context of leakage evaluations only shows that the necessary conditions are fulfilled, but they do not provide evidence about the sufficiency of these conditions. These sufficient conditions can only be ascertained via testing. Consequently, formal verification is suitable for low assurance levels. By contrast, high assurance essentially relates to the risk that (e.g., backwards) security evaluations, even when the evaluator is provided with worst-case capabilities, may be sub-optimal due to inherently heuristic and hard to analyze theoretically attack steps.
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1 Introduction: bounding the unknown

Testing for side channel vulnerabilities is a central aspect of security evaluations of implementations featuring cryptography. The effort that goes into testing is considerable, and the stakes for companies are high. Stakeholder groups such as JHAS are concerned with achieving a balance between sound evaluation practices and the cost of evaluations. Their approach is to discuss and in some sense categorise attacks (they maintain a list of attack vectors that need to be attempted during an evaluation), and come to a shared understanding of the difficulty of mounting attacks via a specific rating system. EMVCO, a stakeholder group alike in its composition to JHAS, proceeds in a similar fashion. Both groups operate predominantly in the Common Criteria (CC) framework.

In contrast, the FIPS 140 approach is to keep the cost of evaluation to an absolute minimum, and to mandate no more than conformance style testing as specified in ISO 17825:2016. FIPS 140-3 (which has been agreed on in 2019 and will become effective later in 2020) adopts a variation of the so-called Test Vector Leakage Assessment (TVLA) framework to gauge the threat of side channel attacks.

In this white paper we are concerned with the central question of what is the assurance that such security evaluations provide. By assurance we mean the confidence that we can have in the true security level of a product.

Concretely, answering this question requires considering the optimality of the general attack strategy selected by the evaluator, and the various steps to instantiate it. For this purpose, we draw on the REASSURE work published as Deliverable D1.3 and discuss whether state-of-the-art solutions for the different steps of a side-channel security evaluation offer bounds or guarantees of optimality, or if they are inherently heuristic.

We use this discussion to provide an informal rating of the steps’ optimality and to put forward where risks of overstated security levels remain. We additionally discuss the role of formal verification, which is required to reach high certification levels in the Common Criteria framework.

We observe that formal verification in its current use in the side channel community (see e.g.) works best when analysing abstract implementations. We therefore suggest that abstract formal verification is better used as a first step to consider even for low security levels, as it may reveal implementation flaws in the countermeasures implemented early in their design process. By contrast, high assurance is better obtained by increasing the confidence that the general evaluation strategy and each step used to attack an implementation are close enough to optimal, while explicitly stating where irreducible sources of risk lie, as discussed next.

1.1 Organisation and Outline of this White Paper

We provide a brief explanation of the two prevalent evaluation schemes (Common Criteria and FIPS 140) in Section followed by a succinct summary of the evaluation approach proposed by REASSURE in Section. Then we consider the optimality of the steps or components that are the constituent parts of the three evaluation approaches and comment on the overall assurance that contemporary evaluations offer in Section.

2 State-of-the-Art Evaluation Approaches

Whilst there are a number of security evaluation approaches possible, two schemes (and derivatives thereof) dominate in practice. Common Criteria evaluations are “attack driven” and aim to systematically capture and categorise attack vectors. FIPS 140 evaluations are “conformance style” evaluations that rely on checking

---

Footnote 1: CC uses the term “Assurance level” in its terminology, and attributes a specific meaning to each assurance level. We will make it explicit in our text if we mean such an assurance level.
some minimum criteria.

FIPS 140-2 is mandated in the US (FIPS 140-3 will replace FIPS 140-2 late in 2020), and it is also mandated in Canada. Some other countries (e.g. Japan), have begun adopting it as well. FIPS 140 is represented by a set of ISO standards (ISO/IEC 19790:2012(E) and ISO/IEC 24759:2017(E)), and the difference between FIPS 140-2 and FIPS 140-3 is the inclusion of testing against side-channel attacks (the methodology for this is given in ISO/IEC 17825:2016, with setups and calibration defined in ISO/IEC 20085-1 and 20085-2).

Common Criteria is an international standard. It is represented by ISO 15408. Common criteria features a range of assurance levels (so called EALs), and to reach the higher level requires more rigorous testing. In particular, from EAL 4 onwards, some testing against side-channel attacks are required.

Both programs require that the product is tested by an accredited testing laboratory and a government agency oversees this process.

2.1 CC

CC evaluations are complex and governed by a range of specifications. The product which is being certified is called the Target of Evaluation (TOE). For a TOE three documents are of relevance: the Protection Profile, the Security Target, and the Security Functional Requirements.

The Protection Profile is often created by a user community and provides an implementation independent specification of security requirements for a “class of devices”: it lists threats, security objectives, assumptions, security functional requirements (SFRs), security assurance requirements (SARs) and rationales.

The Security Target (ST) details the secure implementation of the TOE. Some manufacturers use a corresponding Protection Profile as a reference when manufacturing a particular type of device. Also, the Protection Profile may feed into the Security Target used for certification. The Security Target also represents the exact configuration for the certified environment. Vendors often make the Security Target details available to their customers.

Security Functional Requirements are the functions that a product will provide. Common Criteria provides a list of standard functions that products can provide.

During the Common Criteria evaluation process, vendors must state an envisioned security level. This is called the Evaluation Assurance Level (EAL). The EAL is supposed to indicate the rigor of the evaluation.

There are seven levels, with EAL 1 being the most basic and level 7 being the most rigorous:

- EAL 1: Functionally tested
- EAL 2: Structurally tested
- EAL 3: Methodically tested and checked
- EAL 4: Methodically designed, tested, and reviewed
- EAL 5: Semiformally designed, and tested
- EAL 6: Semiformally verified, designed, and tested
- EAL 7: Formally verified, designed, and tested

It is possible to pick one level and “augment” it with specific requirements from a higher level.

It is imperative to understand that higher EALs do not imply a higher level of security, they imply that the claimed security assurance of the TOE has been more rigorously verified.
2.2 ISCI – JHAS

In the specific case of smart cards, the International Security Certification Initiative (ISCI) brings together stakeholders from every aspect of smart card security evaluation: certification bodies, evaluation laboratories, hardware vendors, software vendors, card vendors and service providers.

ISCI has two working groups: ISCI-WG1, which aims to define methodology and best practice for smart security device evaluation, and ISCI-WG2 (also known as JHAS), which defines and maintains the state of the art in potential attacks against smart security devices.

Two documents are essential for the evaluation of smart cards. The “Application of Attack Potential to Smart Cards” \[46\] provides a “rating system” for attacks. The “Attack Methods for Smart Cards and Similar Devices” \[47\] is a confidential document and describes attack vectors that are considered “relevant”.

The purpose of the rating system is grounded in the need to be able to compare the “security strength” of different products. The rating system is designed to reduce subjectivity and it results in a total score. This score is the sum of several factors during both the “Identification” and the “Exploitation” phase of an attack (for reference: identification is broadly speaking about finding, and characterising, leaks; exploitation refers to the actual attack). The factors that are considered are: Elapsed time, Expertise, Knowledge of TOE, Access to TOE, Used equipment, Open samples.

2.3 FIPS 140-3

This Federal Information Processing Standard (140-2, and, from late 2020 on, FIPS 140-3) specifies the security requirements for cryptographic Modules. It has four increasing, qualitative levels intended to cover a wide range of potential applications and environments.

FIPS 140-3 covers side-channel attacks. Among the existing ISO standards, a side-channel test regime is given in ISO/IEC 17825:2016, with setups and calibration defined in ISO/IEC 20085-1 and 20085-2 (NIST special publications SP800-140 A-F may modify these in the future).

For testing against basic power analysis attacks, ISO/IEC 17825:2016 relies on using leakage detection procedures instead of attempting attacks. Leakage detection involves producing evidence for the presence of leaks using statistical hypothesis testing. It has been advertised as a “cheaper process” than running full blown attacks, and ISO/IEC 17825:2016 suggests it may be done instead of attacks.

ISO/IEC 17825:2016 adopts a modified version of the Test Vector Leakage Assessment (TVLA), which is a methodology to test side-channel resistance. As such, it is a black-box tool that gathers evidence for the presence of leaks.

3 The REASSURE Approach: Worst-Case Evaluation

In the REASSURE white paper on “Evaluation Strategies for AES and ECC”, Azouaoui et al. suggest a backwards approach that advocates to structure any evaluation starting with the worst-case adversary.

Whilst the definition of a worst-case adversary is still somewhat implementation dependent, it is considerably more well defined and stable than selecting a (subjectively) best attack from a (changing) list of “relevant” attacks.

The worst-case adversary is assumed to be able to measure one or multiple side-channels from the target, and have full control over all inputs (plaintexts or ciphertexts), full control over the secret parameters (keys, randomness). He can turn off any countermeasures, and has detailed implementation knowledge (e.g., source code in

\[\text{For the sake of succinctness we refer the reader to the JHAS documentation for a precise definition of these factors}^{46}\].
the case of software implementations, or a hardware level description in the case of hardware implementations).

The REASSURE approach advocates that if at all possible, then an attack for the worst-case adversary should be demonstrated.

After the feasibility of a worst-case attack has been considered, and if there are sound reasons that explain why this may not be possible, then the REASSURE approach explains that adversarial assumptions or capabilities can be gradually relaxed, and attack be considered and demonstrated for the considered relaxed assumptions.

The impact of relaxing these strong adversarial capabilities on the attack complexity should be discussed, in order to assess the possible complexity gaps between worst-case attacks and ones with fewer assumptions.

Because every evaluation requires a number of (potentially iterative) steps, it is important to consider and spell out assumptions for each of the steps, which will ultimately determine the assurance of the evaluation.

### 3.1 Evaluation steps

Within REASSURE we also proposed to consider any evaluation as a composition (possibly iterative) of the following key steps:

1. **Measurement and preprocessing.** This step provides the adversary/evaluator with leakages (e.g., the power consumption or electromagnetic radiation of a chip, or their simulation in case simulated analyses are considered) based on his input control, and possibly performs data-independent preprocessing in order to improve the quality of these measurements.

2. **Leakage detection and mapping.** In leakage detection, the adversary/evaluator aims to detect the presence of any data-dependent leakage (independent of whether this data-dependency is exploitable in a realistic attack). Leakage mapping further aims to connect the detected samples to specific operations performed by the target implementation.

3. **Leakage exploitation.** In this last step, the adversary/evaluator aims to exploit the leakages in order to perform an attack (e.g., a key recovery). It is usually divided in three phases:
   
   (a) **(Optional) modelling phase.** In this phase, the adversary/evaluator takes advantage of his profiling abilities to estimate a key-dependent model for his leakages.

   (b) **Information extraction phase.** In this phase, the adversary/evaluator extracts information about intermediate values manipulated by his target implementation thanks to a model (that can be obtained from a profiling phase or assumed a priori).

   (c) **Information processing.** In this final phase, the adversary/evaluator combines the partial information he extracted from his target information and aggregates this information in order to recover some secret parameter (e.g., a master key).

### 4 Risk assessment & examples

We now discuss the optimality of the state-of-the-art tools that can be used for these attack steps.

### 4.1 Measurement and preprocessing

In general, a measurement setup is composed of several elements, such as a probe, preamplifiers, physical filters and a digital storage oscilloscope, that has to deploy some specific characteristics, such as low-noise capability, suitable bandwidth and sampling rate, as also reported in ISO/IEC 20085-1.

The choice of those components and how they interact with each other impact sensibly on the final outcome of the practical evaluation of a device. Standing on the knowledge of the device’s operating parameters (e.g., clock frequency, range of admitted operating power supply voltage, etc.), the measurement setup has to be designed in order to fulfil the expected leakage characteristics in order to deploy a sound evaluation.
4.1.1 Setup Design

The first step in the setup design for a specific side-channel observation is the choice of the probe, which represents the interface between the target of evaluation and the measurement chain. Its role is to convert the physical observation into a voltage signal. The overall side-channel trace and its quality are, in general, strongly affected by the choice of the probe (e.g., for power analysis it can be a shunt resistor or an inductive probe, for electromagnetic analysis an E-field or H-field probe) and its physical characteristics (e.g., bandwidth, conversion gain, etc.), remarking here the necessity of engineering expertise.

Following components of the measurement setup, as preamplifiers and/or physical filters, can be considered as data-independent signal preprocessing/conditioning blocks. They are used to improve the quality of the measurements by, respectively, amplifying the signal and removing unwanted frequency contents to speed up the evaluation process, as also shown in [40]. As well as the probe, these components have to be chosen carefully to avoid degrading the quality of the signal and engineering expertise may be required.

The last component of the measurement setup is usually represented by a digital storage oscilloscope, having the role to digitise and quantize the side-channel signal into a digital representation. The particular choice of digital storage oscilloscope and its parameters, such as vertical resolution, voltage range, front-end analog bandwidth, impedance matching and sampling rate, are usually application specific, being dependent on the target of evaluation as well as previous blocks of the measurement chain. As a general consideration, the measurement setup design is hard to automate, due to the fact that most critical aspects are device and technology dependent.

4.1.2 Optimality of Measurements and Preprocessing

Due to its physical nature, the measurement and preprocessing attack step is inherently carrying hard to quantify risks. The quality of a measurement setup is indeed mostly dependent on hard to evaluate engineering expertise. It may lead to higher noise in the time and amplitude domains that directly affects the attacks complexity [32], and the impact of which exponentially increases whenever combined with countermeasures such as masking [17].

Preprocessing is similarly heuristic. Many published solutions exist to filter the noise [38, 40] and to resynchronise the traces [45, 52], but their effectiveness is typically application dependent. Based on this state-of-the-art, the best mitigation plan currently is to make measurement setups and preprocessing steps as open and reproducible as possible so that the quality of the measurements they provide can be compared thanks to simple and established metrics (e.g., the SNR for univariate evaluations [32, 23] and information theoretic metrics for multivariate evaluations [50]).

4.1.3 Potential for automation

Measurement is thus a process which entails considerable expertise as well as experimental trial-and-error. It is possible to envision elements of automation within the individual tasks:

- Peak recognition could be used to find interesting frequencies in spectra.
- Matching against pre-acquired (and labelled) pattern snippets could help identify interesting regions and suggest possible activity.
- An EM probe could be provided with candidate coordinates to search and programmed to target ‘promising’ regions for taking larger acquisitions, based on preliminary on-the-fly analysis (for example, high levels of clock frequency activity might be a valid indicator that one is ‘not too far’ from exploitable leakage).
- A rolling average could be fed back to the set-up to help automatically adjust the offset towards zero; on-the-fly histograms could similarly be used to find a suitable resolution.
However, all these improvements are expected to require application-specific configurations for which (expert) human supervision is currently required and no optimal choice can be mathematically demonstrated.

Besides, we also remark that quantifying the ‘quality’ of the measurement setup independent of the following steps is not possible. This is because whether or not the traces yield information about sensitive targets only becomes apparent once leakage detection or attacks have been attempted. In addition, the sample size (that is, the number of traces) required to detect the information present depends on features which are not apparent in the measurement stage and must be learned from further (or previous) analyses. If the acquisition proves unsuitable to the task (in either quality or quantity), a type of iterative backtracking becomes necessary.

By contrast, once effective setup parameters have been ascertained for a given implementation (and detection/attack task), it then becomes possible to automate repeated experiments via appropriate configuration scripts.

4.2 Detection and mapping

The term leakage in the context of leakage detection refers to the presence of sensitive data dependency in the trace measurements. Leakage can be detected using statistical hypothesis tests for independence. There are two potential end results aimed at by a detection test:

Certifying vulnerability: Find a leak in at least one trace point. In such a case it is important to control the number of false positives (that is, concluding there is a leak where there is none).

Certifying security: Find no leaks having tested thoroughly. Here false negatives (failure to find leaks that are really there) become a concern.

The statistical methods used for leakage detection cannot “prove” that there is no effect, they can at best conclude that there is evidence of a leak or that there is no evidence of a leak. Hence it is especially important to design tests with ‘statistical power’ in mind – that is, to make sure the sample size is large enough to detect a present effect of a certain size with reasonable probability. Then, in the event that no leak is discovered, these constructed features of the test form the basis of a reasoned interpretation. A further, considerable challenge implicit to this goal is the necessity to be convincingly exhaustive in the range of tests performed – that is, to target “all possible” intermediates and all relevant higher-order combinations of points. (This suggests analogues with the idea of coverage in software testing).

Typically leakage detection is a precursor to leakage exploitation. However in conformance style testing as detailed in ISO 17825:2016, leakage detection is seen as a replacement for leakage attacks in specific circumstances (in particular in the case of testing block ciphers against standard DPA attacks).

We therefore consider the case of an evaluation with detection as precursor to attack, and the case of an evaluation that uses detection only.

4.2.1 Detect and Then Attack

It is impossible to eliminate errors in statistical hypothesis testing; the aim is rather to understand and minimise them. The decision to reject a null hypothesis when it is in fact true is called a Type I error, a.k.a. ‘false positive’ (e.g. finding leakage when in fact there is none). The acceptable rate of false positives is explicitly set by the analyst at a significance level $\alpha$. A Type II error, a.k.a. ‘false negative’ is a failure to reject the null hypothesis when it is in fact false (e.g. failing to find leakage when in reality there is some). The Type II error rate of an hypothesis test is denoted $\beta$ and the power of the test is $1 - \beta$, that is, the probability of correctly rejecting a false null in favour of a true alternative.

For the simple case of a $t$-test with equal sample sizes and population variances $\sigma_1$ and $\sigma_2$, the following formula can be derived:

---
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\[ N = 2 \cdot \frac{(z_{\alpha/2} + z_{\beta})^2 \cdot (\sigma_1^2 + \sigma_2^2)}{(\mu_1 - \mu_2)^2} \] (1)

where \( \mu_1 - \mu_2 \) is the true difference in means between the two populations (this relationship can be found in any standard statistics textbook). Note that Eq. (1) can be straightforwardly rearranged to alternatively compute any of the significance level, effect size or power in terms of the other three quantities.

Equation (1) implies that the two errors can be traded-off against one another, and mitigated (but not eliminated) by:

- Increasing the **sample size** \( N \), intuitively resulting in more evidence from which to draw a conclusion.
- Increasing the minimum **effect size** of interest \( \mu_1 - \mu_2 \), which in our case implies increasing the magnitude of leakage that one would be willing to dismiss as ‘negligible’. This is possible via an improved setup.
- Choosing a different statistical test that is more efficient with respect to the sample size. In the case of first order leakage analysis, the t-test is already the most trace efficient technique.

If detection is followed by attacks, then the purpose of detection is in line with “certifying vulnerability”: i.e. we want to find any leaks and are particularly interested to avoid false positives. Recall that false positives are trace points that indicate a leak but there is none. If attacks are based on false positives, they are likely to be inconclusive, and they waste evaluators’ time.

Controlling false positives in the context of leakage traces (which have many potentially correlated leakage points) is all but straightforward. The principal difficulty is that for any methods that are not detrimental to the detection power, something has to be already known about the distribution of leaks in the leakage traces. This obviously represents a catch-22 if detection precedes further analysis.

However in the case were attacks follow detection, the consequences of missing out on some leaks (because of a lack of statistical power) is not as severe (as a lower powered test is still o.k.), because any detected leak that is confirmed via an attack leads to the rejection of the security claim about the device.

4.2.2 Detect and Then Stop: ISO 17825

The goal of evaluations typically is to “certify security”, and if this is based on leakage detection only as in the case of ISO 17825, this is particularly difficult to achieve. In this case we cannot tolerate low powered tests as any missed leak may enable a device to pass certification.

As explained before, the confidence level of a test (i.e. the \( \alpha \)), the power of a test (i.e. the \( 1 - \beta \)), the number of traces \( N \), the effect size \( \mu_1 - \mu_2 \) and the trace variance all play off each other in Equation (1). Setup manipulations may enable to increase \( \mu_1 - \mu_2 \) and decrease the trace variance, and an increase of the number of traces enables to achieve better confidence and power simultaneously. Consequently the trace “budgets” are very important factors in an evaluation that relies exclusively on leakage detection.

In ISO 17825:2016, the security levels 3 and 4 are separated by the resources (sample size = number of traces) available to perform the leakage detection, and the degree of data pre-processing. For level 3 10,000 traces are mandated; for level 4 100,000 traces are mandated. These criteria seem to be directly inherited from FIPS 140-2, which originally was based on attacks (like CC and EMVCo evaluations).

The standard leaves ambiguous whether the sample size specifications apply per acquisition or for both fixed and random trace sets combined; similarly whether they are intended per repetition or for both the first and the confirmatory analysis combined. We will see in the next section on optimality that the resources specified in ISO 17825 are inadequate.
4.2.3 Optimality of Detection and Mapping.

We studied methods to account for multiple testing and concluded that utilising the Bonferroni adjustment represents the best method to retain both detection power and deal with long traces [55].

Table 1 details how to select parameters for reliable leakage detection. The table details several scenarios that we consider relevant for evaluations. For each scenario we specify an indicative trace length, and an assumption about the number of leaks (many in software, few in hardware) in the traces. Then, for two different effect sizes (again chosen with practice in mind), and two different confidence levels alpha, we report the number of measurements $N$ to achieve high power.

<table>
<thead>
<tr>
<th>Scenario type</th>
<th>Trace length</th>
<th># leaks</th>
<th>ISO $\alpha = 0.05$</th>
<th>TVLA $\alpha = 0.00001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software (generic leaks)</td>
<td>100,000</td>
<td>100</td>
<td>$2.5 \times 10^4$</td>
<td>$6.8 \times 10^4$</td>
</tr>
<tr>
<td>Software (specific leaks)</td>
<td>100,000</td>
<td>10</td>
<td>$4.8 \times 10^4$</td>
<td>$1.2 \times 10^5$</td>
</tr>
<tr>
<td>Software (protected)</td>
<td>100,000</td>
<td>1</td>
<td>$1.1 \times 10^5$</td>
<td>$2.9 \times 10^5$</td>
</tr>
<tr>
<td>Hardware (unprotected)</td>
<td>1,000</td>
<td>10</td>
<td>$2.9 \times 10^4$</td>
<td>$9.6 \times 10^4$</td>
</tr>
<tr>
<td>Hardware (protected)</td>
<td>1,000</td>
<td>1</td>
<td>$8.1 \times 10^4$</td>
<td>$2.5 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 1 shows that in the case of the ISO 17825, choice of $\alpha = 0.05$, and using the Bonferroni method to account for multiple testing (in any given scenario) more than $10^4$ traces are required for a high powered test in case leaks of magnitude 0.04 need to be detected (we found leaks of that magnitude in Cortex M style processors with 10k traces in attack settings). For smaller leaks (magnitude of 0.001), considerably more traces are necessary (such leak would be present in typical hardware implementations). Clearly ISO 17825 needs to mandate more traces in the case of relying on detection only (which it does in the context of testing implementations of symmetric cryptography).

We have so far ignored implementations that perhaps do not show any leakage in the first moment. Generic leakage detection approaches that rely on mutual information [35, 5, 37], or tests that rely on preprocessing to make higher order leaks visible via first order statistics [44] can be utilised. However, these approaches typically require more traces per se, are lower power powered than first order statistics, or miss leakages that do not sit in central moments. A recent discussion on this topic can also be found in [10].

4.2.4 Potential for automation.

- In order to automate any statistical test, some parameters need to be known or decided beforehand.

  **Either:** The analyst fixes the desired rate of false positives ($\alpha$), the desired rate of false negatives ($\beta$), and the minimum ‘effect size’ (i.e. the magnitude of the hypothetical difference) that the test needs to be sensitive to, and determines the number of samples required for the test to fit those parameters.

  **Or:** The analyst fixes $\alpha$, $\beta$ and the available number of samples, and uses these to determine the smallest effect size which the test will be sensitive to under those parameters.

  **Or:** The analyst fixes $\alpha$, the effect size of interest, and the number of samples, and uses these to determine the power $1 - \beta$ of the test to detect an effect of the specified size or larger.

- Depending on the test to be automated, thought must also be given to the sample design, which needs to be representative of the variation that the test is designed to be sensitive to. For example, in the case of a ‘specific’ test [20], the signal for a particular intermediate can be improved by fixing (for a given key) all other bits/bytes/words of the state at that point and working backwards to identify the associated inputs.
When it comes to mapping detected leaks, automation is straightforward in the case that one is working with an instruction level simulator (such as in [36]), as the relationship between the indices in the trace and the instruction sequence is perfectly known. This holds true regardless of the type of test applied (i.e. specific versus non-specific). On the other hand, in the case that one is working with traces measured from a real device, mapping is only possible via specific tests, which inherently ensure that detected leakages are tied to known intermediate targets (or at least to highly correlated ones).

### 4.2.5 Focus: REASSURE Approach

In the context of a backwards evaluation, the starting point is that both evaluation details and countermeasures’ randomness are public information for profiling the device.

Therefore both the detection and mapping are well understood problems that can generally be solved using first-order statistical tools as we discussed before. Alternatively, using the SNR or correlation-based tests provides a more quantitative view of the leakage and a more direct mapping to target intermediate values [18].

Note that in the open context of a backwards evaluation, the detection is expected to be successful and it is only these positive results that are easy to interpret. By contrast, and as we argued before, negative detection results in the context of a closed source protected (e.g., masked) implementation are not necessarily indicative of a secure implementation [48].

A similar observation holds for the mapping step, which can either be instantiated using the aforementioned SNR and correlation tests and combined with multivariate distinguishers, or can leverage simple dimensionality reduction tools such as Principal Component Analysis (PCA) [1] or Linear Discriminant Analysis (LDA) [49]. Here as well, these tools are effective because the physical noise of an open implementation is typically assumed to be close to Gaussian [4].

By contrast, the dimensionality reduction problem becomes hard with no optimal solutions in the context of higher-order and multivariate attacks [12].

### 4.3 Attacks and Exploitation

In the context of FIPS 140, leakage exploitation is foreseen only in the case of implementations of public key cryptosystems (see ISO 17825:2016). The attacks are somewhat categorised and an upper time limit is provided as well as an upper trace limit. The consideration of worst-case adversaries is not foreseen (limited profiling). Consequently, it is unlikely that in this context an evaluation would come close to an optimal, worst-case adversary.

In CC evaluations, considerably more rigour and effort goes into ascertaining the possibility of worst-case attacks. Interaction between evaluators and implementers/vendors is foreseen, and, thanks to JHAS, a list of up to date attack vectors is maintained. However, as there are no scientific grounds for inclusion (or exclusion) for this list provided, it is unclear if such a list can ever truly represent the state-of-the-art, or the worst-case adversary. Whilst evaluators select methods from this list (and their own expertise) it is also unclear if in any concrete evaluation the optimal practical adversary is indeed considered (what if that adversary is a combination of attack methods not yet on the list?).

The approach that REASSURE suggests always starts by considering the worst-case adversary and works “backwards” from it, relaxing assumptions one by one until an adversary is found that can be actually demonstrated.

In the remainder of this section we hence concentrate on arguing how confident we can be (in the context of the REASSURE approach) to actually reach the worst-case adversary with state-of-the-art methods.

---

4 If needed, alternative tests and distinguishers do not make such an assumption [5][37].
4.3.1 Optimality of Leakage Modeling (Profiling).

In the current state of the art, optimally modelling a (multivariate and higher-order) leakage function remains a complex problem even when the source code and randomness are given to the evaluator. The main reason for this is that the best model should be chosen in function of the implementation’s security order (i.e., the lowest statistical moment of the leakage distribution that depends on the key) and finding this security order becomes expensive as the number of shares in a masking scheme increases. For low security orders, the best known approach is to try higher-order detection on selected tuples of samples (provided by the detection and mapping step) [44]. This is for example possible for the two additive shares of the ANSSI software implementation analysed by Bronchain and Standaert in [11]. For high security orders, this exhaustive approach remains expensive and may require considering security margins [28].

From another perspective, the problem of accurate and efficient leakage modeling is well illustrated by the numerous attempts to evaluate security with machine learning and deep learning algorithms [25, 30, 31, 13]. Such approaches generally work with minimum assumptions on the underlying leakage distribution (e.g., they do not assume the independence of consecutive leakage samples). But the cost of this generality is (in the current literature) a more expensive profiling step. Since the independence of leakage samples is also the origin of the security order reductions that make the optimal modelling of leakage distributions challenging, it is an important open problem to better understand the best tools to deal with this problem in a systematic manner.

4.3.2 Optimality of Information Extraction.

Given well detected Points-of-Interest (POIs) and well estimated templates that accurately model the leakage distribution, the extraction of information for the relevant target intermediate values in an implementation can simply be performed by evaluating the templates with fresh samples. This part of the attack is not expected to lead to sub-optimalities (and can be easily automated).

4.3.3 Optimality of Information Processing

For this last step, one should first distinguish between (what we next denote as) simple approaches and (what we next denote as) advanced ones.

Simple approaches include Divide-and-Conquer (D&C) attacks in the context of symmetric cryptography and Extend-and-Prune (E&P) attacks in the context of asymmetric cryptography (see the REASSURE Deliverable D1.3 for illustrations based on AES and ECC case studies). In this context, the information about different parts of the target secret are first combined in a maximum likelihood manner (which is optimal [16]). For symmetric algorithms, the remaining (full key) candidates can then be enumerated or their rank can be bounded (thanks to key knowledge). There is a large body of work on rank estimation that provide tight bounds, see for example [19, 34, 39, 33], and these state-of-the-art solutions should be close enough to optimal. The case of asymmetric cryptography is less covered but dedicated approaches have also been proposed there [29].

Advanced approaches include the algebraic (resp., analytical) attacks that target the secret key at once, as for example considered in [43] (resp., [53]) in the context of block ciphers, or in [41] for asymmetric cryptography. These attacks are in general more difficult to mount and to evaluate, due to their higher computational cost and sensibility to various inherently heuristic parameters (e.g., to deal with cycles in the circuit graphs) [22, 21]. It implies risks of security overstatements whenever such attacks provide a significant gain over the simpler D&C and E&P ones.

The different levels of understanding between simple and advanced approaches motivate the suggestion to study both approaches in a backwards evaluation, so that the distance between them can provide an indication of the risk related to the more heuristic nature of advanced approaches.

4.4 Summary

An informal summary of the state-of-the-art solutions that can be used for a backwards security evaluation is given in Table 2. As illustrated by the color code, some attack steps are quite well understood (in this context,
Table 2: REASSURE evaluation strategy: assurance summary.

<table>
<thead>
<tr>
<th>Attack steps</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement and preprocessing</td>
<td>●</td>
</tr>
<tr>
<td>Detection and mapping</td>
<td>●</td>
</tr>
<tr>
<td>Leakage Modeling (Profiling)</td>
<td>●</td>
</tr>
<tr>
<td>Information extraction</td>
<td>●</td>
</tr>
<tr>
<td>Information Processing</td>
<td></td>
</tr>
<tr>
<td>Simple (D&amp;C, E&amp;P)</td>
<td>●</td>
</tr>
<tr>
<td>Advanced (analytical)</td>
<td>●</td>
</tr>
</tbody>
</table>

where adversaries are given full access to randomness and keys) and there are various working solutions for them. This is typically the case of detection and mapping, information extraction, and simple (D&C and E&P) approaches to information processing, as discussed in this report.

The measurement and preprocessing step is introducing a first source of (moderate) risk, as there are no (and probably cannot be) theoretical ways to design optimal measurement setups, while this step is determining the noise level of the measurements, which is a key parameter for most algorithmic side-channel countermeasures (e.g., masking [15, 26], shuffling [24, 54], ...). Yet, this risk can and should be mitigated by the sound comparison of standard measurement boards and the sharing of good practices, possibly combined with some security margins for the expected measurement noise level.

Advanced information processing (with algebraic or analytical attacks) is bringing another source of (moderate) risk due to their more heuristic nature. Current practical evaluations however suggest that the security loss due to suboptimalities in these attacks is generally limited and can be captured by small security margins as well.

So eventually, we posit that the main source of risk in side-channel security evaluations remains in the modelling step. On the one hand, this is where the impact of strong adversarial capabilities is the most critical. On the other hand, even with strong adversarial capabilities, finding general solutions to accurately estimate higher-order and multivariate distributions is likely to remain a hard problem with a need of risk management to be further investigated.

In this respect, we mention the possibility to use bounds such as proposed in [9] to quantify the loss due to imperfect models. Yet, the worst-case bound based on the empirical distribution (i.e., that does not make any assumption on the leakage distribution) is becoming less and less tight when applied to more multivariate distributions, highlighting again the need of a sound risk assessment based on a good understanding of the more heuristic steps used in a security evaluation.

5 Connection with the CC approach

5.1 Rating the severity of attacks

CC now acknowledges with the use of “open samples” and “samples with known secrets” the importance of considering what we call worst-case adversaries. The CC approach tries to both assess the “severity” of attack vectors (i.e., how likely are they to succeed in a practical setting), as well as the assurance level that an evaluation offers. Obviously, the more countermeasures an implementation is based on, the more difficult it gets to truly judge both the severity of attacks as well as the assurance of an evaluation.

The problem with judging severity is evident because the document that describes the rating methodology as used by JHAS is ever evolving (and growing). Attacks are comprised of the same steps as evaluations (see Section 3.1) and therefore any innovation impacts on what is perceived to be “easy” or “hard”. For instance, at the advent of power analysis and EM attacks, the standard equipment was typically a digital
storage oscilloscope, the associated probes, and other laboratory kit, all costing several ten thousand Euros. Nowadays, on the one hand, one can buy (for a fraction of the money) commercial kits (e.g., Chipwhisperer) that are sufficient for power analysing commodity microprocessors. On the other hand, the technology for oscilloscopes, probes, amplifiers, etc. has improved, as has our general understanding of what makes a good setup, so for the same tens of thousands of Euros one can now produce a setup (still based on off-the-shelf equipment) that is considerably better than in the early days. Consequently, setups are in some sense as “hard” as they were two decades ago, but there are perhaps more options available to get to a “good” setup much more easily these days. How should then this be accounted for in an evaluation?

Similarly, we now know more ways of profiling, and we understand better the security benefits of masking countermeasures, yet profiling in the presence of unknown masks remains computationally expensive: an adversary has to find ways to determine where/when masks are being processed, then they can potentially bias them, thereby rendering masking ineffective and key extraction possible; with that, and biased masks, profiling can start. Consequently, an adversary would need to do all these steps, and a determined adversary would/could; but how should this be dealt with in an evaluation, where evaluator time equates money?

JHAS, as mentioned above, now in principle acknowledges the need for profiled attacks (and to facilitate them open samples and samples with known secrets) in the context of smart cards and similar devices. But in its methodology, it then argues that if attacks only succeed because of open samples but would not succeed otherwise, then they should not be counted (in the rating system). However, we argue that it is difficult, if not impossible, to prove that an attack must have open samples/samples with known secrets to succeed.

Consequently we recommend that such worst-case attacks are always attempted and their results are always reported: with the specifics of the initial profiling phase (identification phase in the CC terminology) and the actual exploitation phase represented separately in any report. A question in all profiling attacks is the likelihood that templates that are computed on one device can be applied to another devices. We recommend to experimentally answer this question, in order to give more meaning to separation of rating for the identification and the exploitation ratings: if templates are highly portable, then it is not fair to rate attacks only via the sum of identification and exploitation. Instead, one then needs to consider an “initial” attack (which requires both identification and exploitation), and “follow on attacks” (which only require exploitation).

5.2 Reaching higher assurance levels

In order to reach higher certification assurance levels, the CC approach currently requires so-called formal verification. Yet, a look at the state-of-the-art solutions for formal verifications in the specific context of side-channel analysis (power analysis) suggests that they currently have limited impact on the assurance one can have in a final implementation.

More precisely, a few examples of recently published formal verification tools for masked implementations is given in Table 3. Informally, these tools range from abstract to more concrete and from direct to composition-based. More precisely, the most abstract tools directly work in Ishai et al.’s probing model (where the adversary can probe wires in an implementation) [26] while the more concrete ones try to incorporate some of the implementation defaults that can occur when compiling (in software) or synthetizing (in hardware) the circuits.

As for the type of verification, direct verification checks security properties that abstract circuits satisfy: its complexity rapidly grows with the complexity of the implementation and the number of shares. By contrast, composition-based verification assumes that the gadgets of a circuit satisfy some strong form of (composable) security and then checks that the composition rules are satisfied (e.g., after compilation or synthesis): its lower complexity allows analyzing full circuits.

The main observation derived from this table is that in the current state-of-the-art, even the most concrete tools still work in quite abstract variations of the probing model. So while they can be handy to anticipate some security flaws such as a lack of randomness, glitches or transition-based leakages, the benefits of these tools are quite ineffective to mitigate the evaluation risks listed in the previous section, which primarily relate to the
Table 3: Masking formal verification tools’ overview.

We need to model the noise distribution of the leakages accurately. We conclude from this observation that such tools are better suited to the preliminary testing of any implementation (to detect the aforementioned flaws early in the design process) rather than as a final step to enhance insurance (which they do not provide).

We note that nothing theoretically prevents developing verification tools that work in even more concrete models (e.g., the noisy leakage model [42]), which is an interesting scope for further investigations (since automation in such models is believed to be more complex). Yet, even in that case, the resulting tools will ultimately exhibit the same risk that higher-order multivariate distributions are hard to estimate as exhibited in the previous section. In other words, assurance and risk depend on whether the parts of a security evaluation that cannot be modelled formally can be sufficiently bounded. Hence, in the context of a security evaluation w.r.t side channels, all the parts of an evaluation that can be modelled formally are better used as an early requirement than as a final one.
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