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Executive summary

This deliverable surveys a number of approaches to shortcut the effort required to assess implementations and devices with respect to their susceptibility regarding side channel attacks. Our approach aligns with the divide and conquer nature of most side channel attacks and hence we touch on shortcuts that apply the distinguisher statistics (the divide step) and the key rank (the conquer step).

We notice that shortcuts make significant assumptions about leakage characteristics (in particular independence of leakages and equal variances) that do not hold in many of the challenging device evaluation scenarios. In addition, being able to characterise the signal and noise is not always possible: early on in a design this information is not yet available, whereas later on in an evaluation within a set scheme the evaluator often cannot turn off countermeasures to establish the nature of the “original” signal. When it comes to key rank computations it has been shown that the variance of the key rank is huge in those cases where the key rank is most relevant. The tightness by which the average rank is estimated is thus not so important for as long as the estimate also gives some information about the spread of the rank.

Within REASSURE we set ourselves the challenge to assess how such shortcut approaches could nevertheless be leveraged to improve evaluations. This deliverable hence is the foundational step from which we will continue in two directions. Firstly, within the next 6 months, industrial partners will provide some insight into at what stage shortcuts are particularly appropriate. Secondly, some shortcuts will be implemented within WP3.2 in the context of the REASSURE simulation tool.
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1 Introduction

Designing devices and corresponding software in such a way that they are resilient against a wide range of leakage-based attacks requires to make (many) informed choices regarding the trade-off between using one or several of the multitude of implementation options that are available for cryptographic algorithms. Of course, it is possible to create implementations of many options, and then attack them. The obvious problem with this strategy is that it requires time and expertise to craft (i.e. optimise) implementations, and design and carry out appropriate attacks. In order to speed this process up, a number of “shortcuts” have been designed over the years (e.g. estimation of a loose lower bound on the number of required measurements for a specific type of attack based on knowledge of signal and noise). In this deliverable we define a shortcut as any technique that enables efficient estimation of attack outcomes.

This deliverable is an interim report that aims to give a brief overview of the state of the art of shortcut formulas and to explain how to use them to make statements about leakage properties of implementations.

This deliverable also serves as a first step towards D2.3, which is a white paper on the use of shortcut formulas. Thus already in this deliverable we aim to give a balanced picture of the state of the art and thus choose references to be representative rather than exhaustive.

1.1 Motivation

There are several key considerations that motivate research into shortcut formulas in general and therefore also this deliverable.

• The decision of choosing a suitable combination of countermeasures must be made at a very early stage of the design to avoid costly design iterations. Therefore, investigating the effect of (tuneable) parameters on attack outcomes is helpful for designers.

• In emerging areas, naming IoT as the most pressing example, often non-expert developers need to be able to assess side channel leakage of implementations.

• The quality of evaluations may be improved by supplying meaningful estimates for attacks as “supporting evidence” for observed attack performance.

At this point we note that these key considerations centre around the exploitation of leakages. One could argue that shortcuts for the detection of leakage points are interesting as well. Because D2.2 focuses on leakage detection, we chose not to include this topic in this deliverable and instead refer the reader to D2.2.

1.1.1 Supporting early decision making

Designing and implementing cryptographic algorithms (and protocol architectures on top) requires many decisions: the choice of algorithms, what to put in hardware and what to do in software, and eventually implementation specifics (representations of e.g. finite field elements, reliance on look-up tables, degree of parallelism, etc.). All such details impact on the “signal” (i.e. the part of the device state that an adversary can predict) and the “noise” (i.e. those unrelated parts of a device that are statistically independent). Although at an early stage neither signal nor noise can be precisely described, assessing the relative impact of an implementation choice could be useful. Such techniques are thus mainly relevant for designers and this links this deliverable with our work in WP1.

1.1.2 Supporting non-expert developers

Although most devices that undergo a rigorous security evaluation are designed by experts today, with the advent of areas such as the IoT or autonomous vehicles, we can already witness that security (and safety) critical devices are being designed by non-crypto experts. Especially in markets which (at present) require
rapid product releases, “light touch” evaluation schemes (see D1.1) are necessary. But even in such light touch schemes, a considerable demand is placed on those non-crypto experts with regards to designing products that are (at least) not trivially breakable by standard side channel techniques. Methods which could be integrated in leakage simulation tools and are “easy to use” are therefore of interest.

1.1.3 Producing supporting evidence

In the domain where thorough security evaluations are standard, another consideration of REASSURE is not only to make evaluations quicker but also more rigorous (this aligns with WP1). One potential avenue for increasing our confidence in the results of evaluations could be if experimental results are accompanied by some additional reasoning: e.g. a designer could estimate the best leakage model for the “best” (e.g. first order) attack and then reason based on the noise that is expected in a typical real world setting that any (e.g. first order) attack in theory requires at least $N$ measurements. Naturally such statements would be desireable for attacks of any order.

1.2 Approach and Organisation of this Document

We organise this document in line with the typical working principle of a (differential) side channel attack, which follows a divide and conquer principle. The first step is thus the estimation of a distinguisher statistic for each subkey. The second step combines the subkey information to obtain the full key via enumeration.

In this setting we can encounter the following cases:

- The direct estimation of the distinguisher is feasible and enumeration is possible: This is typically the case in an unprotected implementation for which shortcuts are not necessary, but can be useful to gain intuition about the parameters influencing security (supporting early decision making). We deal with this case in Section 2.
- The direct estimation of the statistic is feasible but enumeration is hard: This is typically the case in a state-of-the art protected implementation. In this case, we need a computational shortcut: rank estimation. We deal with this specific task in Section 3.
- The direct estimation of the statistic is impossible (requires too much data) and enumeration is hard: This is typically the case of a masked implementation using a large number of shares. In this case, we additionally need a statistical shortcut: for example the metric-based estimations of the success rate or other security metrics. We deal with this case in Section 4.
2 Basic Trace Complexity and Success Rate Estimates

Most security evaluations require performing Differential Power (or EM) Analysis (DPA) style attacks. Such attacks derive scores for subkey candidates (they are thus divide-and-conquer attacks) by analysing a (small) number of leakage points across a (large) set of leakage traces. Typically this can be done without knowledge of the precise leakage models exhibited by a device and without knowledge of the corresponding time points. The fact that DPA strategies tend to analyse leakage points across a set of traces has led to them sometimes being termed as “vertical” attacks. In contrast “horizontal” attack strategies exploit leakage features within a leakage trace. This typically requires knowledge about what time points to consider, and often also their corresponding leakage models. Thus modern attack strategies can be understood as being part of a continuum of attacks: on one end of the spectrum there are attacks which require very little knowledge about a device and an implementation, and on the other end there are attack which require full knowledge about the device and the implementation.

Within most evaluation schemes there exists the notion of the strength of an attacker. The strength tends to be defined related to the capabilities of an adversary and their knowledge (i.e. their attack potential). DPA style attacks require modest attacker expertise and knowledge only, hence they will be the “base line” attack for any evaluation, which is why it is interesting to have some simple means to predict DPA outcomes early in any design. This deliverable thus focuses on simple predictive formulas for DPA style attacks.

2.1 Background and Notation

Most evaluations are based on a “standard DPA attack” scenario as defined in [24]. We briefly explain the underlying idea as well as introduce the necessary terminology here. We assume that the power consumption \( P \) of a cryptographic device depends on some internal state \( X \) which we call the target: a function \( F_k : X \rightarrow Z \) of some part of the known plaintext—a random variable \( X \in X \)—which is dependent on some part of the secret key \( k^* \in K \). Consequently, we have that \( P = L \circ F_{k^*}(X) + \varepsilon \), where \( L : Z \rightarrow \mathbb{R} \) describes the data-dependent component and \( \varepsilon \) comprises the remaining power consumption which can be modeled as independent random noise (this simplifying assumption is common in the literature—see, again, [24]). The attacker has \( N \) power measurements corresponding to encryptions of \( N \) known plaintexts \( x_i \in X, i = 1, \ldots, N \) and wishes to recover the secret key \( k^* \). The attacker can accurately compute the internal values as they would be under each key hypothesis \( \{F_k(x_i)\}_{i=1}^N \), \( k \in K \) and uses whatever information he possesses about the true leakage function \( L \) to construct a prediction model \( M : Z \rightarrow \mathcal{M} \).

DPA is motivated by the intuition that the model predictions under the correct key hypothesis should give more information about the true trace measurements than the model predictions under an incorrect key hypothesis. A distinguisher \( D \) is some function which can be applied to the measurements and the hypothesis-dependent predictions in order to quantify the correspondence between them. For a given such comparison statistic, \( D \), the estimated vector from a practical instantiation of the attack is \( \hat{D}_N = \{D(N \circ F_{k^*}(x) + \varepsilon, M \circ F_k(x))\}_{k \in K} \) (where \( x = \{x_i\}_{i=1}^N \) are the known inputs and \( e = \{e_i\}_{i=1}^N \) is the observed noise). Then the attack is \( o \)-th order successful if \( \#(k \in K : \hat{D}_N[k^*] \leq \hat{D}_N[k]) \leq o \).

The success rate (SR) of a DPA attack is the probability that the correct key is ranked first by the distinguisher (the \( o \)-th order success rate is the probability it is ranked among the \( o \) first candidates); the guessing entropy is the expected number of candidates to test before reaching the correct one [44]. These metrics are often associated with the subkeys targeted in the ‘divide-and-conquer’ paradigm rather than with the global key when the partial outcomes are finally combined; we use the terms accordingly, unless explicitly stated.

2.2 Factors influencing the Success Rate of an Attack

The SR of an attack potentially depends on several factors implicit in the choice of the underlying DPA distinguisher. These are:
• the magnitude of the signal that (i.e. the exploitable information) vs. the magnitude of the noise (i.e. what is independent of the signal),
• the number of leakage observations,
• the properties of the target function that the adversary base their attack on,
• how well the adversary’s power model matches the device’s leakage model, and
• potentially the properties of the statistical distinguisher.

With regards to the last two points, it was shown in [24] that the three canonical distinguishers (t-test, correlation, and Gaussian template matching) behave asymptotically equivalently when provided with the same power model. Independently, [18] showed that in specific contexts (e.g. non-Gaussian noise, high signal) it is possible to derive optimal distinguishers, but they confirmed the asymptotic results of [24]. Both papers equally confirm, as well as previous work such as [26] that the most important factor for attack success is the quality of the adversary’s power model. Fine tuned distinguishers such as [18] may be less useful when used with power models of lesser quality.

Most existing work then that aimed at predicting attack outcomes thus did this in the context of two popular (asymptotically equivalent) distinguishers: a distance of means test, and the correlation coefficient. We will thus focus on formulas for the correlation for the sake of clarity, and specialise notation such that 

\[ \hat{D} = \{ \hat{R}(L \circ F_{k^*}(x) + e, M \circ F_k(x)) \}_{k \in K} \],

where \( \hat{R} \) is the estimator for the correlation. We use the shorthand \( \hat{R}(k^*) \) to refer to the estimated correlation for the correct subkey candidate.

### 2.3 Existing Work

A number of early works [25, 26] discussed statistical approaches to assess and predict the success of DPA attacks. They focused on using correlation as the distinguisher and assumed that the point at which the attacker’s model prediction coincides with the computation of the target function would be ‘easily’ discernible (this assumption was silently made by all follow-on works too).

A DPA attack will succeed in revealing the correct subkey \( k^* \) if the (absolute) difference between the \( \hat{R}(k^*) \) and (any) \( R(k) \) is positive. In a hypothesis test we can seek to minimise a Type 1 error (i.e. we falsely reject the null hypothesis) by drawing enough samples. This fact was utilised in [25, 26] to lower bound the number of required leakage samples to succeed at a specific confidence level (w.r.t the Type 1 error). Because estimated correlation coefficients can be mapped via the Fisher transform to a variable that exhibits a normal distribution, it is possible to analytically express the sample size as a function of the distance between \( \hat{R}(k^*) \) and \( R(k) \):

\[
N = 3 + 8 \cdot \frac{z_{1-\alpha}^2}{(\ln \frac{1+\hat{R}(k^*)}{1-R(k^*)} - \ln \frac{1+R(k)}{1-R(k)})^2} \tag{1}
\]

Using as further simplifying assumption that all incorrect subkey candidates behave statistically indistinguishably and approach zero correlation leads to the “DPA rule of thumb”:

As a rule of thumb, the number of traces \( n \) that are needed to mount a successful DPA attack can be calculated as follows:

\[
N = 3 + 8 \cdot \frac{z_{1-\alpha}^2}{\ln^2 \frac{1+\hat{R}(k^*)}{1-R(k^*)}} \] \[26, \text{Sect.}6.4.1\]. \tag{2}

The fact that the rule of thumb neither expresses a SR nor takes the behaviour of the other key candidates into account implies its limited predictive power for the SR (as observed in [42] and partially addressed in [46]), and this was the motivation for [41] to develop a technique that factored in the behaviour of all subkey candidates and could be used to derive an \( o \)-th order SR. Finally, the work by [14] set the foundations to better understand the impact of the target function on the distinguishing power of an attack. In the context of single-bit attacks
their results are explicit. The multi-bit case under the assumption of a Hamming weight leakage model was resolved in [47] and a complete treatment for linear leakage models was given finally in [13].

Their (more restrictive) device model is that leakage is given as \( L = \epsilon F_k^*(X) + c + r \), where \( \epsilon \) and \( c \) are unknown constants and \( r \) is independent noise from a Gaussian distribution with zero mean and \( \sigma^2 \) variance. In the context of correlation, \( F(X) \) can be the Hamming weight or distance (to some known value), which is scaled by a single value of \( \epsilon \) (thus the earlier mention of restriction to a linear power model). Under these assumptions, [13] express the success rate as \( SR = \Phi_\Sigma(\sqrt{N\mu}) \):

\[
\mu = \frac{1}{2} \left( \frac{\epsilon}{\sigma} \right)^2 \left( \frac{\epsilon}{\sigma} \right) \sum = \left( \frac{\epsilon}{\sigma} \right)^2 K + \frac{1}{4} \left( \frac{\epsilon}{\sigma} \right)^4 (K^* - \kappa^T) .
\]

In these equations \( K \) and \( K^* \) are the so-called confusion matrices, and \( \kappa \) represent confusion vectors. These quantities are only dependent on the target function and can thus be calculated prior to an attack. It is evident that by applying \( \Phi^{-1} \) we can express \( N \) as a function \( SR \) and thus have a similar expression as the DPA rule of thumb.

These results all relate to standard DPA attacks and thus do not apply in any straightforward way to scenarios in which pre-processing might violate the Gaussian noise assumption. This might happen in the case of so called higher-order DPA attacks, which are relevant for masked implementations, see Section 4.

### 2.4 Assessing impact of countermeasures

When considering correlation based distinguishers, it is easy to express the impact of some countermeasures on the correlation coefficient of the correct key [26]. For instance if traces are misaligned, then this misalignment can be expressed as a probability that the time points associated with the target value are in the “right place” \( p \). The adjusted correlation coefficient (for an attack on such traces) is then scaled by this probability: \( p \cdot \rho_{k^*} \), assuming variances on trace points are roughly equal (if these variances are considerably different, this fact can be taken into account as well). However, the main variable that a designer can control is the probability for displacement.

If countermeasures directly change the signal to noise ratio, then this can equally by expressed in terms of resulting correlation \( \rho' \):

\[
\rho'(k^*) = \frac{\rho(k^*)}{\sqrt{1 + \frac{1}{SNR}}}.
\]

For small correlation coefficients it holds that the correlation can be approximated by the signal to noise ratio (ignoring a constant \( c \) [26]):

\[
\frac{c}{\rho(k^*)^2} \sim \frac{1}{SNR}.
\]

These relationships are well known in theory and it is of interest to challenge their practical use in an internal evaluation or design process.

### 2.5 Considerations for Practical Use

There has been a considerable evolution in the reasoning about attack success: from [25], where attack success was related to a notion of Type 1 error in hypothesis testing, over [41], where the properties of wrong key candidates got included, to [13], which features explicit formulae that express both the target function properties as well as the signal and noise. The increase in precision and sophistication comes of course at a cost: whereas the approach by Mangard just requires a successful attack to “estimate” the relevant parameters for a simple formula, the approach by Fei requires profiling of the device and is based on a leakage model that is a linear function of (some combination) of (some) bit(s).
In the practical context of security evaluations, we can expect that many devices under evaluation feature hardware implementations. One should note though that such hardware implementations only get evaluated directly in IC evaluations. Otherwise, in the case of composite evaluations, embedded software and hardware are evaluated jointly. Typically in such a scenario, the embedded software severely restricts direct access to the hardware and thus makes profiling extremely challenging. If profiling is possible it is highly likely that such devices might not exhibit a linear leakage model, or even any leakage model that is linear in individual bits (there might be differently weighted Hamming distance leaks between register writes or due leakage from bus lines).

In “in-house” evaluations a final version of the device is also only available after tape out. Because internal teams tend to work independently to design teams, the signal and noise characteristics have to be estimated empirically with limited information/resources. However this information does not get passed on to the external evaluator because this would make it easier for them and thus artificially inflate the “attack potential” (which is not in the interest of the product manufacturer).

During an evaluation within a set scheme the evaluator, or maybe even the product designer might want to “prove” that an attack with less than $N$ traces is statistically highly unlikely to succeed. Whilst proving such a statement in a strict mathematical sense is not possible, it would certainly be feasible to statistically argue such a statement, in which case a reasonably exact formula (for the SR or the number of traces $N$) might be desireable.

Thus it seems pertinent to check the applicability of [13] in the context of challenging devices and as an alternative to consider wether it is possible to improve the predictive power of the rule of thumb.
3 Key Rank Estimation

DPA attacks utilise a divide-and-conquer strategy: they target small portions of a key independently. Until 2012 the academic community ignored the fact even imperfect attack outcomes (i.e. some subkeys might not be uniquely revealed), still give substantial information, which, together with some enumeration effort would enable an adversary to determine the entire cipher key (assuming access to a pair of plaintext and corresponding ciphertext). This changed with the work of Veyrat-Charvillon et al. [48], which introduced a first algorithm to enumerate and test the most likely candidate keys (in order from the most to the least likely using known plaintext and ciphertext pairs) to determine whether a candidate is the correct key.

Informally, the number of candidate keys an adversary must enumerate (and test) after an imperfect side-channel attack before arriving at the correct key $sk$ is termed the rank of the key. Recent efforts [4, 5, 15, 33, 51, 49] considered determining the rank of the correct (known) key after the side-channel phase of an attack. The computation of the key rank is thus a natural task in the context of any evaluation.

The rank of a key is a function of the ranks of all subkeys: thus some notion is required that enables the combination of subkey scores. In the case of profiled attacks this can be done via a straightforward argument: template matching directly operates on the normal pdf and thus produces likelihood scores, which via some simple normalisation, can be viewed as conditional probabilities $Pr(L|k)$. Similarly, linear regression based scores have been argued as “close enough” to probabilities because one can show the direct derivation of typical linear regression distinguishers from a normal pdf. This has been used as motivation to consider them “suitable” as probabilities. In contrast other distinguishers, and notably popular ones such as the distance-of-means or correlation distinguishers, seem less suited to be interpreted as “probabilities”.

3.1 Assigning likelihoods

Contributions such as [7] attempt to argue some work-arounds such as using the Fisher transformation to map estimated correlations to “probabilities”. This evidently shows a problematic understanding of what constitutes a “probability”: estimated correlations already have a (non-parametric) distribution (and therefor can be associated a probability) thus using the Fisher transform only makes them “easier” to handle but the transform doesn’t make them “better” as probabilities. Furthermore for small correlation values the Fisher transform is no more than a linear mapping, and this means that it does no more than preserving the ordering and relative magnitudes of scores. Clearly then any linear mapping has the same properties and thus is equally good for the purposes of key ranking.

The attempt of [48] to estimate “genuine” probabilities on the subkey hypotheses in the non-profiled setting, by using the recovered models derived from a linear regression based attacks, is expensive and features another problem: incorrect key hypotheses recover of course invalid models and thus no meaningful statements can be made by using them. Whilst their mapping also preserves the ranking of the keys as they appear in the distinguishing vector produced by a non-profiled linear regression-based DPA, because of the nature of the formula used, it dramatically exaggerates the apparent distance between the high- and low-ranked key candidates. If the implied key is the right one it reinforces this “correct” result. But if it is not the right one it reinforces the misleading result.

Any distinguisher is a function that assigns some “credibility” to a key guess (which is a parameter in the attacker’s model) given some leakage observations. The interpretation of a attack outcomes is that larger distinguisher values give a key candidate more “credibility”: we consider a key candidate with a higher score to be more likely than a key candidate with a lower score. Thus if distinguisher scores need to be related to probabilities, a simple and conservative mapping is most likely to preserve our interpretation of those scores, e.g. via a simple linear mapping.
3.2 Existing Key Rank Algorithms

A host of advanced key rank estimation algorithms returning either an interval containing the actual rank or a point estimate of the rank have been published in the literature. When comparing such algorithms, both the efficiency and the accuracy are relevant. Accuracy is measured in bits, where $b$ bits of accuracy means that if an algorithm says the key has rank $2^x$, the actual rank is in the range $2^{x±b}$.

Veyrat-Charvillon et al. [49] developed the first non-trivial key rank algorithm. They consider the distinguishing scores as being in a multi-dimensional space, where each dimension represents an individual (sorted) distinguishing vector. This space can naturally be divided into two parts; one part contains those keys with rank higher than the target key and the other part contains those with a rank lower. Using the property that the ‘frontier’ between these two halves is convex, they give an algorithm that can estimate the rank of the key within 10 bits (of accuracy) by repeatedly pruning the space.

A big step forward towards efficient key ranking was made in Glowacz et al. [15]. They construct an efficient rank algorithm based on the convolution of histograms. They utilise the property that if $H_1$ is a histogram of $S_1$ and $H_2$ is a histogram of $S_2$ then the convolution of $H_1$ and $H_2$ is a suitable approximation of $S_1 + S_2 = \{x_1 + x_2 | x_1 \in S_1, x_2 \in S_2\}$. By discretising the distinguishing vectors and utilising histograms they are able to estimate the rank of the key to within one bit of accuracy.

Simultaneously, Bernstein et al. [4] proposed two key rank algorithms. The first adds a post-processing phase to the algorithm by Veyrat-Charvillon et al. [49], which tightens the accuracy to 5 bits. The second algorithm uses techniques similar to counting all $y$-smooth numbers less than $x$, which can be thought of as the convolution trick used in [13].

Duc et al. [12] propose a similar solution to that of Glowacz et al. [15]. They repeatedly “merge” each set of data in (similar to the histogram convolution) and then down-sample the resulting data (this could be regarded as the binning step in creating histograms). The additional down-sampling indicates that the accuracy of that algorithm will be worse than that of Glowacz et al.’s algorithm. They are very clear that this approach will only be tight for implementations of masking with a large number of shares, which is confirmed in [31] by comparison to rank predictions for first and second order masking (i.e. a setting with not-enough shares).

Martin et al. [33] give a key rank algorithm based on an efficient path counting algorithm in a graph. After mapping the distinguishing scores to integer weights (such that larger distinguishing scores give smaller integers), they are able to efficiently count the number of keys with a weight less than the target key which directly corresponds to the rank of the key. Varying the size of the resulting integers allows them to make a trade-off between accuracy and runtime.

Two of the recent key rank algorithms [4,15] have been known to be similar: both use a convolution approach to combine subkey information. In contrast [33], appeared to be based on a different graph-based technique. However, it was shown in [30] that it is possible to express the histogram method as a version of the path counting approach (as given in [32]), and thus show mathematical equivalence between the two ranking methods. Their proof is based on the fact that the convolution based approach assumes equally spaced bins, and this implies an equivalence between the “precision” parameter of the path counting approach and the “number of bins” parameter of the convolution based approach. Using this they rewrite the equations that underly the convolution based approach, such that they are equivalent to the equations of the path counting approach. By showing mathematical correspondence between “precision” and “number of bins” they also settle any open questions about the accuracy of those methods (both methods are equally accurate).

Whilst both methods arrive at the same result mathematically (assuming use of the same discretisation parameter, and the same “shift to zero” technique), there is a clear difference in how they are expressed algorithmically, which implies that their practical performance will be different. To achieve a like-for-like comparison [30] run both on the discretisation parameter for which their underlying mathematical representations are equivalent. Their comparison shows that up to 12 bits of precision (which is equivalent to $2^{12}$ bins) the convolution based method is faster than path-counting. From 12 bits of precision onwards path-counting wins.

Precision is crucial for the ability to parallelise large enumeration efforts across many cores. Thus for small to medium size search efforts, convolution seems the better choice, whilst for large scale search efforts a path-
counting implementation appears to be preferable. However, an in-depth study of both algorithms on a high-performance computing platform is necessary before any firm conclusions can be drawn.

All listed algorithms, and also more heuristic approaches such as [51] have the limitation that their complexity grows with the number of subkeys that need to be considered. In addition all existing implementations are optimised for typical block cipher parameters, i.e. 16-32 subkey bytes. Whilst it is entirely feasible with existing implementations to tackle up to 64 subkey bytes reasonably efficiently going much further puts current implementations at their limit. This might not be a problem for symmetric primitives however key ranking is also relevant for public-key primitives, e.g. RSA keys, ECC keys, and of course including applications from post-quantum cryptosystems. Consequently, there is a need to either improve existing ranking algorithms, and also to consider other options of predicting key ranks. The first approach of this kinds was very recently published [6], where they provides bounds for a Guessing Entropy estimate which is directly derived from the score vectors. They show that their bounds are reasonably tight, when compared to [4, 15]. However, this comparison depends on the number of bins and the impact of this choice has not been further investigated.

### 3.3 Interpreting Key Rank Outcomes

The key rank \( k_{\text{rk}}(D) \) of a single side channel attack is not particularly interesting on its own. To say something meaningful, we need to regard the key rank as a random variable that results from an attack which is based on a randomly selected key, random plaintexts and some random noise. We will denote this random variable \( K_R \) and a single realisation from an attack as \( k_r \).

One can link the key rank to the Guessing Entropy [34] by observing that the key rank is the number of guesses an optimal adversary would take to guess the secret key. [45] first made this connection. The guessing entropy captures the expected number of guesses (with an optimum strategy) to correctly guess the value of a random variable (in our scenario the secret key). The key guessing entropy is defined as:

\[
GE = \mathbb{E}(K_R).
\]

A key observation is that the guessing entropy is the expected value of the distribution of the key rank. Rivain found that the distribution of a distinguishing vector tends to a multivariate Gaussian [41], but the general distribution of the subkey rank and also the full key rank have not been thoroughly explored.

The pertinent question in the context of an evaluation is how to best to consider the relative strength of two adversaries that have different sized key enumeration budgets. In DPA style attack contexts we assume access to at least one pair of plaintext and ciphertext, and therefore the cost of checking a key is almost zero—a single call to an encryption or decryption. Thus, very much alike as in classical cryptanalysis, it is perhaps more useful to compare enumeration budgets in terms of orders of magnitude, i.e. consider the logarithm of (a function of) the key rank outcomes. In [31] the authors propose as measure the ranking entropy:

\[
RE = \mathbb{E}(\log(K_R)).
\]

The ranking entropy is hence defined as the expectation of the logarithm of the rank. It is important to be aware of that taking logarithms and expectation do not commute, so in general the ranking entropy will not equal the log of the guessing entropy.

Within [31] several experiments to assess representative key rank distributions are performed. With permission from the authors, we include Figure [1] here. It shows the distribution of key ranks across a range of average rank values from an attack on AES-128. The interesting fact is that whilst rank distributions of “mid” ranks are approximately normal, distributions associated with ranks either closer to zero or to the maximum rank the distributions are no longer symmetric and appear to be truncated. This has an implication for approaches such as [6] which rely on approximations that work well when the cumulative distribution “behaves well”: for mid range key ranks we would expect that approximations work well, but for ranks in either tail of the distribution it could be that the predictive power of such approaches will be insufficient. Another important observation is that these distributions are very wide: this means that practical key ranks will be widely distributed around the expected value, and thus the chance for “lucky” adversaries is non-negligible. A better illustration of this
A “lucky” adversary is an adversary who gets a “good” sample set of leakage observations by chance and thus extracts the key with less enumeration effort (or even none).

![Histograms for attacks with a (geometric) mean rank close to one of several values. Here the leakage is simulated Hamming-weight with Gaussian noise at an SNR of $2^{-7}$, with the attacker using CPA as a distinguisher.](image)

Finally, [31] also observe that the variance of the rank distribution seemingly depends on the DPA distinguisher (correlation exhibiting a wider variation). Thus for popular correlation based attacks, again there is a non-negligible chance of “lucky” adversaries.

### 3.4 Data complexity shortcuts for key rank estimation

Section 2 introduced the basics of a standard DPA attacks and showed how a simple to estimate metric (such as the correlation coefficient) translates into an estimation of the success rate. This gives a data complexity shortcut formula in the case of standard DPA against a single subkey. However, estimating the individual success rates of the independent subkeys does not give the overall success rate on the full key. In that matter, the aforementioned key rank estimation algorithms aims a giving this global success rate in a sampling-based manner. That is, from the results of several independent attacks on all subkeys, the overall remaining security is calculated by (e.g.) computing the ranking entropy. As a results, they cannot be combined with the method of Section 2 to give information on the full subkey recovery.

Two algorithms have been developed to tackle this issue [38]. As opposed to all the previously described rank estimation algorithms, they are design to directly work with a metric-based input (such as the success rate) instead of sampling-based one (such as the result of a single actual attack). As a result, when combined with the computation of the subkeys’ success rate of Section 2 they allow estimating the guessing entropy of...
Figure 2: (Left) Estimated ranks after 1,000 DPA attacks at SNRs $2^{-7}$, $2^{-5}$ and $2^{-3}$, using Hamming-weight, targeting simulated leakage on the AES SubBytes operation. (Right) Equivalent box-plots for using the same data as on the left. The central line in each box is the median, the box defines the inter-quartile range, the whiskers cover all samples not considered to be outlier values, and outliers are plotted individually.

The full key. As a drawback, these resulting guessing entropy of these two algorithms does not correspond to the one given by an optimal sampling-based enumeration. The first algorithm, that we denote by Metric-based Lower Bound (MLB), corresponds to a suboptimal enumeration, thus resulting in a over estimation of the actual
security level. The second one, that we denote by Metric-based Upper Bound (MUB), corresponds to an over-optimal (unfeasible) enumeration, thus resulting in an under estimation of the actual security level. Fortunately, bounds on the actual security can be obtained by computing both the MLB and the MUB. That is, the first one (resp. the second one) provides a higher (resp. lower) bound on the security level. Figure 3 shows the result of a both MLB and ULB compared to an optimal sampling based rank estimation. The security graph [49] computed from the MLB (resp. MUB) are depicted on the top left (resp. top right) part of the picture, where the security level for a given number of attack traces is given by the red line. On the other hand, the bottom part of the figure shows the security graph computed from the sampling over many attacks and using one of the rank estimation algorithm described in the previous subsection. As we can see, the red line given by the MLB (resp. MUB) is above (resp. below) the one given by the sampling method. By computing both, the evaluator is thus provided with bounds on the actual security level.

Figure 3: Security graphs. Top Left: MLB method. Top Right: MUB method. Bottom: sampling-based optimal rank estimation.

3.5 Considerations for Practical Use

Approaches such as [6] are interesting for evaluating very long keys. For typical DPA style attacks on state of the art symmetric encryption schemes though, existing tight rank estimation algorithms seem to be a more conservative choice especially for very high or low ranks where the rank distribution is not “well” behaved. For ranks in the middle the tightness of the estimation might not be a huge concern because the large variation of the rank itself.

For practical usage another consideration (besides tightness and speed) is important: because the key rank is a random variable, a single sample of it is entirely meaningless. An evaluator thus has to consider how many samples of the key rank are necessary to be able to make any meaningful statement, and how to deal with (i.e. report or not) the percentage of “lucky” adversaries. The authors of [31] suggest to use percentiles and demonstrate how to conduct a meaningful evaluation of the security margin of a “challenging” target (a hardware AES implementation on a Beaglebone, for which just under one million leakage observations are available in total). As an alternative, approaches directly based on estimating a security metric, such as sketched in the previous section, are potentially “tight enough” as well.
4 Masking attack complexity

When moving to the important case of (high-order) masked implementation, the evaluation problem naturally becomes more challenging. First, simple metrics for the estimation of the data complexity, based on the SNR or the correlation coefficient (as described in Section 2) are not valid anymore. Indeed, the main effect of a masking scheme is to hide the sensitive information in higher-order statistical moments of the leakage distribution which are not (directly) captured by such metrics. Taking the simple example of a $d$-share additive encoding $x = x_1 \oplus x_1 \oplus \ldots \oplus x_d$ (e.g., such as proposed in [19]), with corresponding leakages $\bar{l} = [l_1 l_2 \ldots l_d]$ and $l_i = L(x_i)$, we have that only a mutual information metric such as $\text{MI}(X; \bar{L})$ (or similar metrics capturing the full leakage distribution) can predict the attack complexity [39, 12]. But the direct estimation of this metric becomes exponentially hard as the number of shares in the masking scheme increases (just as the expected security level). In this section, we discuss various approaches that can be used to approximate or bound the worst-case security level of an implementation in this case, together with their limitations. The main motivation for these approaches is that evaluation laboratories are in general very constrained in resources. So it is of desirable to be able to state security results for complexities that go significantly beyond the time and data that can be devoted to evaluation in practice.

4.1 Evaluating the MI metric

One first natural shortcut for avoiding the direct estimation of $\text{MI}(X; \bar{L})$ is to consider the main result of masking security proofs, which is that this metric can roughly be bounded by $\text{MI}(X_i; L_i)^d$. The latter is extensively discussed in [12]. In brief, such an approximation is leading to correct results if the two main assumptions of masking are satisfied (namely that the leakages of the shares are sufficiently independent and noisy - see Section 4.3 for a discussion). Note that more specific approaches can be used to obtained similar bounds based on the SNR of the shares [22], or their correlations [10]. Due to the equivalences in [27], they lead to similar intuitions, though the use of an information theoretic metric allows a cleaner connection with formal security proofs.

Quite naturally, the estimation of the success rate via such a shortcut through the estimation of the mutual information implies that one cannot directly perform key enumeration or rank estimation anymore. By contrast, it can directly be plugged into the metric-based bounds of Section 3.4 leading to extremely fast security assessments (see Section 4.3 of [12]). The latter admittedly leads to very rough (conservative) estimates of the security level of an adversary exploiting one $d$-tuple of leakage samples. Yet, it gains relevance when security levels increase significantly beyond the concrete capabilities of evaluation laboratories (typically, such an approach becomes relevant if the goal is to claim security with up to $> 2^{50}$ measurements).

4.2 Considering horizontal attacks

Given that the MI (or a similar) metric can be bounded thanks to the previous shortcut, it then remains that worst-case side-channel attacks should not only exploit one $d$-tuple of samples but all the ones available in the implementation.

First sticking with a divide-and-conquer approach (i.e., considering attacks that only exploit the leakages corresponding to intermediate computations that only depend on an enumerable part of the key), it already happens that such attacks become increasingly powerful when the number of shares of a masking scheme increases, because the quadratic performance overheads it implies leads to the presence of many $d$-tuples that can be exploited in this way. Yet, as discussed in [3, 17], the joint and optimal exploitation of all these $d$-tuples can be computationally intensive (especially when considering the leakage of secure multiplication algorithms). The concrete solution proposed in these papers to circumvent this (computational) difficulty is to exploit decoding algorithms such as the Belief Propagation (BP) or related ones [23]. More theoretically, it is argued in [17] that under some additional (independence) assumptions, it is possible to bound the total amount of information exploitable by divide-and-conquer attacks by simply identifying the leaking operations and summing their leakages (which, for multiplication algorithms, leverages the bound proposed in [39]).
Second, it is worth noting that the previous bounds remain limited to divide-and-conquer attacks, while optimal attacks (such as analyzed in [11]) exploit all intermediate computations in a leaking implementation. The concrete solution to exploit such leakages is to rely on Soft Analytical Side-Channel Attacks (SASCA) [50, 16], which also exploit the BP algorithm. As for the use of the BP algorithm to exploit the leakage of the predictable \(d\)-tuples in a masked implementation, the implementation of SASCA is however quite involved. It is therefore an interesting open question to find out whether shortcut approaches can be generalized in order to efficiently bound the information leakage in such a worst-case context.

4.3 Considerations for Practical Use

As aforementioned, the main limitation of the previous shortcut approaches is that they heavily rely on assumptions that may not always be fulfilled by actual implementations. In this respect, the noise condition and the independence assumptions lead to quite different intuitions. On the one hand, the noise condition may be difficult to guarantee in practice, but it is usually easy to test/evaluate (thanks to simple tools such as the ones described in Section 2). So it is mostly a concrete problem to design implementations with sufficient noise, in particular when considering small embedded devices where no “algorithmic noise” can help.

The independence condition is not only difficult to guarantee in practice, due to physical defaults such as transitions [9, 1], glitches [28, 29] or couplings [8]: it is also difficult to test. The standard solution for this purpose is indeed to estimate higher-order statistical moments of the leakage distribution [43]. In the current state-of-the-art, there are two main options to mitigate this issue.

On the one hand, one can design implementations with larger number of shares in order to cope with the potential re-combinations due to physical defaults. This is typically what is proposed in [35] for glitches, or in [11] for transitions.

On the other hand, and given the fact that direct test of the independence condition for large number of shares is intensive, one can test “reduced-share” versions of an implementation (analogically with what is done in block cipher cryptanalysis with reduced-round versions), and extrapolate the results (and the observed recombinations) to larger number of shares, while always considering a risk factor capturing the fact that reduced-share versions may not be fully reflective of full versions. This approach was recently applied in [21]. The further investigation and formalization of such ideas is another interesting scope for further research.

---

1Earlier approaches to analytical side-channel attacks were based on an algebraic representation of the target cipher, which in general seems less effective due to their limited tolerance to noise [40, 36, 37].
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